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ABSTRACT

This Report provides an analysis of a continuous, coded ranging

scheme. By the use of a Boolean function, several"component" sequences

are encoded into a transmitted signal. The recewer correlates the delayed

return signal with different Boolean combinations of delayed replicas

of the components to determine separately the time delay of each

component sequence. From these delays, the total delay is computed.

By proper choice of encoding logic, number and type of components,

and the decoding logics and procedure, the range can be found in a rela-

tively short time. ()ptimal parameters of this ranging device are derived.

I. INTRODUCTION

A ranging system ( Ref. 1 and 2) is a radar device which

can transmit a coded signal continuously and receive the

delayed return signal, also continuously. Such a system

is feasible whenever it is possible to isolate the trans-

mitter from the receiver by distance, terrain, sufficient

doppler shift, rebroadcast at a differetd frequency from

a transponder on the target, or a combination of these.

The advantages of continuous operation include maxi-

mum average-to-peak power ratios, variable integration

time, continuous range measurement and tracking, and

extreme accuracy.

One feature that must be incorporated into such a sys-

tem is quick and easy initial range determination. Con-

tinuous operation will often require quite long codes, if

no range ambiguity is to exist, especially' when the r,-.nge

is hundreds of millions of kilometers, as one might en-

counter ranging a planetary spacecraft.

In the unconstrained channel with white, additive

Gaussian noise, it has long been recognized that the

optimum receiver is a set of correlators, or filters matched

to each possible (assumed discrete) time-shifted return

of the transmitted code (Ref. 3). For a long code, this

requires a prohibitive amount of receiver equipment;

and with only one correlator, serial operation requires

an extremely long time to determine the range.

When the amount of receiver equipment is limited,

matched filtering is thus no longer the optimal det.ection
scheme. A better scheme, as is shown here, is one which,

by the use of a Boolean function, combines several

"component" sequences to generate the transmitted signal;

the receiver quickly acquires the phase of each compo-

nent and computes the range from this. This method was

first suggested by Golomb (Ref. 4), and an operational

model, built by Easterling (Ref. 5), has had amazing

success ranging the planet Venus (Ref. 6).

This Report presents a general method for treating

Boolean t unctions of component sequences. The optimal

logics, component sequences, and number of components

can be found by using the method.
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II. COMPONENT-CODED RANGING CODES

A. The Acquisition Ratio

Suppose that a signal x(t), generated by modulating a

carrier by a sequence a = {a,} having period p, is sent
through a simple continuous channel with white, additive

Gaussian noise of zero mean as shown in Fig. 1. The

time series y(t) presented to the receiver is

y(t) = x(t - r) + n(t)

x(t)-_-_ TIME DELAY, r _Y(/)

NOISE, n (t)

Fig. 1. The continuous channel

Here we assume no attenuation in the channel; we do

this without loss in generality by assuming that the re-

ceiver is capable of amplifying y(t) to recover any chan-
nel loss. The noise is, of course, also amplified, and this
must be taken into account.

If to represents the clock rate of the modulating se-

quence ct, then the channel delay r is, for some integer k,

T = kto + T0,(0 _<T0< to)

Once ro is found, the receiver "locks" this quantity out of

the measurement on ,. We will assume, for the present,

that such an initial synchronization or clock lock is in

effect, and first consider cases with r = kto.

The optimum receiver to estimate k for the Gaussian

channel is shown in Fig. 2. This receiver minimizes the

error probability for a given detection time, or, equiva-

lently, the detection time for a given probability of error.

It consists of filters (or correlators ) matched to each pos-

sible transmitted signal, and this, as indicated previously,

generally requires a large amount of equipment. Some-

times we are limited to a certain amount of equipment

or receiver complexity, and we must operate on the in-

coming signal accordingly.

For example, by using p correlators, we are able to

estimate or "acquire" the time shift, or "phase" of the

received signal with a certain probability of error after

integrating for, say, T sec. This is the least T giving this

probability of error. However, when limited to one cor-

relator in the receiver, we must correlate the incoming

signal serially against every phase shift of the incoming

signal, which requires pT sec to achieve the same prob-

ability of error. There is thus a trade-off between receiver

complexity and acquisition time:

time for a one-correlation receiver to acquire a
T_cq -- number of correlators in receiver

y(t)

DECISION ----I_0UTPUT

Fig. 2. The optimum receiver for the white-noise
Gaussian channel

Now, as an alternative, suppose our scheme is to cross-

correlate a against several locally generated sequences,

say 3'1, y_, "'" , yn. The cross-correlation function Cav_(m)

repeats itself cyclically with period

if 7i has period u_. That is, Ca'ri (m + v_) = C_'ri (m).

Knowing the vector m = (ml, m2, ..., m,) containing

the delays m_ (reduced modulo v, ) at which each of the

Car_ (m) is a maximum, we must be able to decide the

most probable value of k uniquely. The number of dif-

2
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ferent vectors encountered must thus be greater than the

number of phases of a, so

p _<[Vl, v,]

Second, the period u_ of ,/, cannot be relatively prime

to p, for if it were, Cari (m) would be the same for all m

[because v, = (u,, p)]. Every v,, therefore, divides p,
and hence

p >_ ...

These last two inequalities indicate that

p= [v,, vz, ... , vn]

With one integrator observing T' sec per step, the time

required serially to perform all correlations of a with the

"/i, phase-by-phase and seqnence-by-sequence, is (vl +

v2 + ... + v,,)T'. We choose T' sufficiently long that the

confidence limits in this scheme are the same as the pre-

vious ones using integration time T. The acquisition
ratio, defined as

(Z'a,,q)/(Zaeq) -- [(I.) 1 -[- 1) z At- ... 4- l)n)T']/(pZ )

represents the relative saving, if any, between the two

schemes, each with the same specified number of inte-

grators.

If it were possible to pick ,/_, n, and T' in such a way

that the ratio is less than unity, the alternate scheme

would prove a more desirable receiver in that for a

given receiver complexity and error probability, the total

time to acquire is less in the second method. We will not

only show that this is possible, but we will also give a

way by which a great saving can be achieved.

B. Correlation Time as a Function of

Distinguishability

We now wish to compare the integration time T re-

quired to give a constant probability of error as a func-

tion of correlation separation. Suppose, a unit-power

signal x(t) is transmitted, y(t) = x(t -- m) + n(t) is

received, and the receiver correlates y(t) against a unit-

power waveform z(t) for a time T. The output A (m, T)

of the integrator is then

TA (m, T) = y(t) z(t) dt

fo fo= x(t - m) z(t) dt + n(t) z(t) dt

= TC_ (m) + N (T)

We allow m to be any one of a discrete number of

values, and we assume the noise is white, with zero mean.

The noise term at the termination of integration has
variance

fo'fo"_} = _ (N z) = (N0)/(2) S (t -- s)

X z(t) z(s) dtds

T
= (No)/(2) zZ(t) dt = ½NoT

Let ±C,_ represent the distinguishability of the nor-

malized cross-correlation values C_ (m) :

ac_.=lCMm, ) - C,.(m-)l

where I C_(m') I 2 I C_,(m) [ for all m, and m" is
chosen to minimize the difference above. The distinguish-

ability-to-noise ratio limits the error probability; that is,

two correlation detectors will have approximately the

same probability of error if they have the same distin-

guishabilily-to-noise ratio, _ (aA)/crr:

[_' (AA)]/(¢_¢) = [TAC,.] /[(½NOT)½]

=

As a result, the integration time for a given probability

of error [more precisely, for a given E (AA)/(_N)] in-
creases as the inverse-square of distinguishability of
cross-correlation values.

T- No E(aA) aC,,,
2 o- N

The ratio of the times T' and T for two such systems is
hence

T = k aCe., /

3
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C.Minimum Acquisition-Time Receivers

To minimize the acquisition ratio

T'a,4 _ (v_ + v,, + "'+ v,,)T'

Ta,q pT

+ v2+ ... ÷ v,,)( y-
= ;

for a fixed n, by choosing _ and y_, ..., 7,, properly, we

must first make the distinguishabilities /_Ce,, as large as

possible, and second, minimize (v_ + "'" + v,)/[v_,

sss _ _-';n] •

Recall that for each i and i, vi and vj must have some

non-unity relative prime factors. There will always exist

v', i = 1 .... , n, relatively prime in pairs (assuming

p _ v_ v,..., v, ) with

,P V • Pp = t_z t_z "'1) n

such that (v" + v" + ..- + v') < (vl+ v,o +"" +v,). To

demonstrate that this is possible, we proceed as follows:

stepwise, consider all pairs v_, vj, and arbitrarily set

vi = v" and v} = v_/(vi, vj) at each step. The final set

} ,P *! !
v'_ is pairwise relatively prime and v'l v z • v, p,

with either v" < vi or v'i = vi. Hence, (v_ + v_ + "'" +

v,,) >__(v' + v" +... v')

Since we wish to pick v_ to minimize the acquisition

ratio, we must let the v_ be relatively prime, for otherwise

we could follow the procedure above to pick a relatively

prime set of v_ giving a smaller acquisition ratio.

It is a well-known result that (Vl + "'" + v,) is min-

imized, relative to the constraint that p = v, v2 "'" v,,

by choosing each vi equal to "_/p-- Of course, the dis-
tinctness of each v_ makes this impossible We must, in

consolation, group the v_ as close to "_/p as possible,

keeping them relatively prime.

In summary, for a minimum acquisition-time receiver,

we seek n well-chosen sequences whose correlations

Cav_(m) have periods vi which are relatively prime and
close to "_/--p and which have a maximum distinguisha-

bility AC' between phases. Over all such schemes, we
then choose n to further minimize the acquisition ratio,

approximately

TIacq _ 1-n { _k_v N_ 2

Ta_-"-'_-- n p-_- X,AC'/

4
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III. BOOLEAN COMBINATION OF COMPONENT SEQUENCES

It has been shown elsewhere (Ref 7) that the dis-

tinguishability of an autocorrelation function can always

be made greater than that of a cross-correlation function.

We may attempt to minimize this effect by defining (_ as a

combination of "component" sequences _i. That is, we

would like to be able to combine the _i in some way to

produce ct, choosing this function to maximize the dis-

tinguishability. We are dealing with binary sequences,
and it is thus natural to use a Boolean function. We will

assume that, for an arbitrary Boolean function [, the

function is applied termwise, as though a were the out-

put of a switching network when the inputs are the _,

(see Fig. 3).

INPUT SEQUENCES

(:(_,,... ,_,,)

BOOLEAN

FUNCTION

f(x)

OUTPUT SEQUENCE
a : f(()

Fig. 3. Sequence generation by logical combination

of component sequences

We assume a and the & are binary (-4-1) sequences,

so that [ is a ( ±1 ) Boolean function. Define a, _'_, and _'

on (0, 1):

<= (-1) _,

_,j = ( - 1) _,,

i= ( -1)r

As a convention, we will assume [ is a (±1) function of

(0, 1) variables xi.

Since the transmitted sequence (, = [(_) is a function

of component sequences, we will correlate a at the re-

ceiver against sequences _i = g, (_), also made by form-

ing Boolean functions of stored replicas of the same

component sequences. When correlating ct against 7,, we

agree to vary only the phase mi of _i at the receiver to

compute C_ri(m ). Then C_r,(m) has period vi = (p, u_.),

where u'_ is the period of _i. By our reasoning in Section

II-A, we see that u' must equal v_ and satisfy all the con-

ditions laid forth previously.

To optimize the set of _, we thus must choose the v,

relatively prime in pairs, and each approximately %/p,

where p --= v_ v= ... v, is the period of a. Then we must

choose [ and the gi to make the ACor, as large as possible.

A. The Boolean Transform

Let f(x) be a _l-valued Boolean function of (0, 1)

variables r,, ... , x.. For any s = (s,, s_, ..., s.), s, = 0

or 1, define

_(_,,,) = 2--'-_(-1)',',. ..... .'.

These 2" functions of x, the Rademacher-Walsh func-

tions, form an orthonormal basis for 2"-space. Since f(x)

is completely specified by the values it assumes on each

of the 2 _ different x, [ can be treated as a member of 2"-

space. Relative to the basis @(s, x), f(x) has components

F ( s ) given by

F(,) = 2-.'_ _ t(,,) _(., ,,)
allx

That is, F(s) is the projection of/(x) on q,(s, x), nor-
malized so that

Similarly,

F:(s) = 1

all •

F(s) can also be viewed as the correlation between the

truth-tab_ of ['(x) and that of s,x_ _ "" _ s,x..

B. The Correlation Function

Consider the effect of putting binary sequences _ into

the logic f(x). The value of the ith sequence at time k is

,_ik, and the vector giving the input variables to f at time/_

is _,k; the output is then f(_k )- This can also be expressed,

by using the Kronecker delta, as

,_,,= t(e,,,) = Y'.f(x) s (x, e.,,,)
a(I •

5
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all •

= _"_.F(s) (_ i)s,6,+ .... s.f.,
all •

_ _F(_) _°, _".... _o.-- lk 2k nk

all •

Note in the above that the F(a) are properties of the

logic alone and do not involve the form of the input

sequences.

Let y be another sequence made by inserting the n

component sequences $i into a logic g(x ) :

y_= g(_) = E c(,) g_ C,_ ... _,_'-

At the receiver, we correlate the incoming sequence a

against this locally generated one, choosing the logic

g(x) to maximize the distinguishability among phases.

We allow different logics at the receiver for each com-

ponent to be acquired; that is, while & is being acquired,

use gl (x), and while & is being acquired, use g2 (x), etc.
This cross-correlation takes the form

c°_ (m) = E. EF(,). C(w) LV,:o _]:,_,_i+....

The fact that the $_ all have relative prime periods means

that they are independent to the degree that the correla-

tion of products is the product of the correlations. Because

of this product rule and because

1 _'-_ ,_, l 1
' _:" " Ci(m)

if s_ = wi = 0

ffs_ # w_

if s_ = w_ = 1

where we introduce the notation

v-1

tJl k=O

C_<I) = 1 ___o,,,, &,,+,

we can then write the following expression for the cross-
correlation function

C°_ (m) = _ _ F(s) G(w) I_I d, t_'-% I[C,(m)] '''_'
s w i=l

(Here we adopt [.]° = 1 purely as convention.) If we
denote the product term as C (m; s, w),

Cot (m) = E E F(s)G(w)C(m;s,w)
i w

This formula is of fundamental importance in finding

the minimum acquisition-time receiver. Note that, by

using it, one may express the cross-correlation between

any two Boolean functions of the & as a sum of transform

coefficients of the two functions weighted by autocor-

relation properties of the &. Also note in the equation

C (m; s, w ) that when sj re=w j,

IC(m;s,w)l<_d_

and when both s_ V= wj and sl # wt,

IC(m; s, w) I - dldj, etc.

From these considerations, when the de are sufficiently
small, we may often omit the terms with s re=w from the

correlation equation. This is generally the case, for as we

shall see, the & must have maximally distinguishable

correlation functions, a condition requiring small d_

( Ref. 7).

6
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IV. MINIMUM ACQUISITION-TIME SYSTEMS

In this Section we treat two ranging systems. The first

is the optimal configuration assuming that symbol syn-
chronization between transmitter and receiver is achieved

through some external source. The second relaxes this

condition, but instead uses one of the components as a

"clock" sequence, locking a phase-locked loop to the

incoming symbol rate.

Not only are the encoding logics [ different for these

types of systems, but also the decoding logics g,.

We assume that the transmitter codes are displaced

from the receiver codes by nh, m_, ..., m_ steps, or an

equivalent shift of m steps,

m = m, (modvl)

v_ --- period of sequence at input x_

We step each component at the receiver until we have

moved the locally generated components by an amount

equivalent to m and thereby determine the "distance" m
from transmitter to receiver.

If the a received is delayed by m steps, our decoding

scheme is also clear: after having found the delays rni

giving maximum cross-correlations of a with each of ¢i,

we declare that m is that integer such that, for each i,

m = m, (mod vi)

which has a unique solution modulo p by the "Chinese"

remainder theorem (Ref. 8) of numbc'r theory.

A. The Synchronous Receiver

This first system, as we have indicated above, is based

on the assumption that initial synchronization or clock-
lock is in effect so that the received sequence is symbol-

wise in-step with the locally generated ,rues. The decoding

procedure is based on the following criteria:

1. The order of component acquisition is immaterial,

provided the proper decoding logic corresponding

to that component is used.

2. Acquisition of any component does not rely on prior

acquisition of any other component.

Consider the terms in [(_) involving _; i.e., the con-

tribution of the ith input to the total output. Call this
part of the signal f_ (_). For example,

[_(_) :: e(1, O, ... ,0) _, + e(1, 1,0, ... O)_,_2 + ""

Those terms of f, in which _, ..., _, appear can be viewed

as "crosstalk," which can be a degrading factor in deter-

mining the shift of _, if no knowledge of _2, ... , _, is
assumed.

The receiver must thus either minimize this cross-talk

and/or try to estimate what the cross-talk will be and use

this information to further enhance reception.

If the signals in each channel are independent, or if

we do not allow estimation of one component to influence
the estimation of another, we have no other course than

to minimize cross-talk. We desire, then, to separate from
[(_) only that component carrying the information we

want. This is accomplished most effectively by correlating

a = [(_) against _. We desire to pick [ and the _i, i =

1, 2, "", n, in such a way that the cross-correlations of a

with each £_ have maximum distinguishability. By choos-

ingg,(x) = ( -1)% we can write £_ as

The transform of g_ is easily computed, for we note that

g i (x) = 2"/'-'4_(x, el), defining e i to be the ith unit vector

having a single one, in the ith place.

e i= (0, 0, "", 0, 1, 0, "'", 0)

The transform of g_ is then

G_(s) = 8 (s,e i)

Consequently, the cross-correlation equation reduces to

C_"(m) = II _,,, _F(s) I1(dJ)"3C'(m)j,,

For any two values m' and m" of mi, the difference in

correlation values C_, (m) (and specifically the distin-
guishability) is dependent separately on the autocorrela-
tion of fi and the Boolean function

C_,, (m') - Co,,(rn") = [ _=.,_F(') II(d,)',],,,

X [C,(m') - C,(m")]

7
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Our course to optimize the acquisition receiver is now

clear; first, each _i is to have minimum out-of-phase auto-

correlation values so that C i(m) has maximum distin-

guishability and, second, [ is to be chosen such that

F(,)rI (dj)',[
s,84:1 j/:i

is maximized--also for each i. Further, we can always

choose the sum to be positive by proper choice of f; for

suppose the sum were negative. By choosing g_ (s) =

( - 1 ) ,,+1, we correlate a against _, given by

and have Ca_ (m) -- - Ca_,(m), which has the sum in
question positive. By duality, we can thus always com-

plement x_ in/(x), if need be, to make

_F(s) II (ds) _, _> 0
s,S_=I j/:'i

Now, consider the sum to be maximized,

n (d,),,
a,S¢=I J_i

One of the terms in the sum is F(e i ), but the remainder

have products of dj as factors. Denote

d' = max{[dj 1}

F_ = max {IF(s)[}
1,8_=1

sge _

Using the triangle inequality, we bound the sum of re-

maining terms, calling it F, as follows:

F = F(s) YI (dj) _, < I F(s)l J,,
• 1 j_i s, : 1

tFI<F,, E H(d')',
1,*_:1 iS1

i)te_

[___('n 1) (d,)k 1]< F_l__=o\ k- _

The binominal theorem applied to the inequality gives

. _--_F(s)_i:1 J#'17I (d') I -< F. [(1 + d') "-_ - 1]

Note that when d' is small this upper bound can be re-

placed by nd'F_:

IF[ _<nd'V.

We recognize that by using nearly balanced sequences

for the _; [which we want to do to optimize distinguish-

ability (Ref. 7)], it' is highly eflqcient to maximize F(C)

by proper choice of/(x). In fact, any time that nd' < 1,
this is the course we must follow to insure the largest

possible F(e i) + F. When we use nearly balanced se-

quences, we can approximate

C_i(m) = F(e i) C,(m)

So that all channels are identical, let us set all F(e i) --

F(el). We can then prove that if f(x) is a Boolean function

such that F(e _) = F(e _) for all i, and F(e _) is maximal

over all Boolean functions, then f(x) is a strict ma/ority

logic:

i 1 if x has less than n/2 one's[(x) = - 1 if x has more than n/2 one's

To show that this is true, note that

= 1 _F(ei ) = 2-"
J:l i=l

_2-- z t(x) (-
n x i=1

- [ ]n /(x) n-211xll

where IIx II denotes the number of one's in x. To maxi-

mize F(e_), if IIx II> n/2,wemust make f(x) = - 1, and

if [] x II < n/2,we must make f(x) = 1. Those x with [l x I1
= n/2, if n is even, may be placed arbitrarily in the truth-

table of f without affecting F(ei). If n is odd, [ is a sym-

metric Boolean function; that is, we may permute the x_

without changing f. And if n is even, we can make it sym-

metric by symmetric placement of those x with Ilxll= n/2
in the truth-table. Then, if [y] denotes the integer part

of the number y,

F(e') - 2'-"n t___]k:l(_)[n-2k]

For moderately large n, this is approximately

F(e _) __ [(,r/2)(n - 1)] -½

by the Stirling formula (Ref. 2).

8
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Into the acquisition ratio we insert the distinguishability

for the cross-correlations C<_(m) and the distinguisha-

bility of C a, (m) if a' were an optimal sequence from the
autocorrelation viewpoint. Whenever the v_ are much

larger than unity, both AC_ and aCa are approximately

one. The acquisition ratio to be minimized is, then, ap-

proximately given by

T, /,,) a-, n-1
--_ n if-W- 1-,,

(As shown in Appendix B, we need consider only odd n. )

Use of the Stifling approximation reduces the approximate

acquisition ratio to

T',,OqT._--"_("_) n(n -1) pl/"

To find the optimum value of n, the derivative of T'.cq/

TlVe.q_

d(T'_eq/TaCq)dn ___'(.-_)(Pl-_) [2n_ -n-(n-1)lnp]

goes to zero only when the term in brackets is zero; this
occurs at those values of n, such that

In p = [(2n -- 1)n]/[n-- I]

n(2n-1)

p=c n-1

1

v_ = _X/-P = e_ e .+1

Upon insertion of this value into the acquisition ratio, we

find the optimal ratio:

(T---_'_q)T'_eqo,t ___2n(n -- 1) e -2"+1

This ratio above is tabulated in Table 1. Note that the

ratio is less than unity, and hence the minimal acquisition-
time receiver is better than matched filters.

Hence, the minimal acquisition-time receiver would,

ideally, given an a-period p, combine n optimal binary

sequences with

using component sequences _ of periods v_ relatively

prime in pairs and near to 9( _-- e2).

Table 1. Optimal acquisition ratio and periods for

given n, single correlator case

" _ \r,o_l

1

3

5

7

9

11

13

15

17

19

any

1.8 X 10 s

7.6 X 10 4

3.8 X 10 6

2.0 X 10 s

1.0 X 10 _0

5.7 X 10 tz

3.1 X 10 Is

1.6 X 1015

9.1 X 10 _e

1.0 X I0 °

6.4 )< 10 -=

3.9 X 10 -3

1.5 X 10 -5

4.7 X I0 -e

1.3 )< 10 -s

3.4 X I 0 -9

8.4 X 10 -_

2.0 X 10 -_2

4.6 X 10 -_"

B. Modified Synchronous Receivers

Suppose, as an alternative, we are willing to make a
receiver which has one correlator for each of the com-

ponents & of a. What is the best receiver? Just as in the

constant-equipment case, we define an acquisition ratio:

T%_q _ time for n-component acquisition

Taeq time for 1-component acquisition

The time for a 1-component code ct to be acquired is

merely its period p times the integration time T per

phase, or pT. On the other hand, with n correlators work-

ing simultaneously, the time to be acquired is the new

integration time per step T' times the number of phases,

or max {v,) T',
i

T'acq -- max {v,} T'

T,¢q [v,, v2, "", v,] T

To minimize this ratio, we may argue as before: the

v_ must be relatively prime; for if they were not, we could

pick a relatively prime set with the same least common

multiple but having a smaller maximum component.
Next, to further minimize the ratio, we want to make

(vi)_ as close to the average vi as possible

(v,)o,x--_ (v_ + "'" + v,,)/(n)

The best acquisition ratio is thus given by

9



JPL TECHNICAL REPORT NO. 32-411

T',,cq _ vl + "'" + v, T'
Taeq n vx v2 "'" v, T

This equation is exactly the same form as that for the

minimum-equipment receiver described previously ex-

cept for a factor of 1/n. The same technique for obtain-

ing a from the components & (which must be optimum

binary sequences) must be applied in both cases; that
is, _ = maj (_). Further,

1) i _ nW_

With a majority logic, optimum components, and v_ _--

"_/p, the acquisition ratio is approximately 1/n times
that found in Section IV-A:

n-1

T',¢...._q,_ p-1+1/, 2-,+1
Tacq

Upon setting the derivative of this ratio to zero, we
find

n2
D

p _ e--1
n

vi"_ e _-l_-e

( _T',cq r (n - 1) e"

Table 2. Optimal acquisition ratio and periods for

given n, n-correlator case

( T_teq

" P \ r,_q /

1

3

5

7

9

11

13

15

17

19

any

9.0X 10

5.2 X 10 _

3.5 X I0 t

2.5 X 10 4

1.8 X !0 I

1.3 X 10 e

9.5 X I0 t

7.0 X 10'

5.1 X lO s

1.0 X 10 _

1.5 X iO -1

4.2 X 10-:

8.6 X 10 -a

!.6 X !0 -s

2.6 X 10 -4

4.3 X 10 -5

6.7 X 10 -_

1.0 X lO -e

1.6 X 10 -7

C. Optimal Clock-Component Codes

We have previously assumed an initial synchronization

or clock-lock condition in finding optimal codes. How-

ever, we now relax this condition so that the receiver

must not only determine the proper integral number of

phase steps separating the incoming and local codes, but

also it must acquire the incoming symbol rate and lock

its code generators to it.

Easterling's single-channel ranging receiver is shown

in Fig, 4. The inner loop, or clock-loop, is synchronized

to the symbol rate of the incoming code a by the pres-

ence of a "clock component" in a, and the locally gen-

erated code y is slaved to the output of this clock-loop.

This is tabulated in Table 2. Although if each v_ were

about 3( --_ e) in length, the analysis above, based upon

the assumptions that the d_ are small and n is large, may

not be strictly valid because the relative prime condition

on {vi) may carry (Vi)m,_ far from e. But the analysis is
indicative of the action to be taken in the design of such

a receiver; after an approximate choice of p, choose n
such that

p _ en-x

Having this n, choose n relatively prime optimal compo-

nents ¢_ whose periods are as small (but greater than one)

as possible. Then modify the choice of p to

p = t)l 11)2 °" ° IDn

The approximations certainly establish a lower bound

on the acquisition ratio, in any case, since optimal condi-
tions were assumed at all times.

__ LOW PASS

CORRELATION

METER

FILTER H VCO

CLOCK-LOOP

CODER _. q

STE _I

t t-.-t
?NPUT CODES

Fig. 4. The single channel ranging receiver with

clock-acquiring loop

10
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for every binary vector (s:, s:_, "", s,). Now choose the

u vectors on which g"k (xl, "'", x_) = 1 as follows:

(1 xk = 1 for each of theu vectors

(2) ifforany (s2,"' ,s_) having all sj = 0, ] > k, and

F'(s) =/=0, make the number

difference between number

of times
G' (s_,-'" s_) = 2 '-_

k

s.,x_. @ " " _ snx_ = 1 and

s.,x.,O ."Osnx_ = 0

have the same sign as F'(s) and be as large in magnitude

as possible; if it is not possible to make them have the

same sign, make G_ (s) as near to zero as possible.

(3) If any s has sj = 1, ] > k, and F'(s) =# 0, make

G_, (s) equal to zero if possible; and if not, preferably

F'(s) and G' (s) should have the same sign.

The reasons for the above steps are based on the fact

that, according to the assumptions, it follows that

±C.Tk(m ) = C.K,, 4- E F'(s) G_, (s) l_I [C_(m)]",

Step (1) makes the principal jump as large as possible,

step (2) asks that the previously acquired components

enhance acquisition when possible, and step (3) insures

that the effect of unacquired components is minimized.

APPENDIX A

Example of an Optimal Clock-Component System

Consider a five-component (four component plus clock)

system with the following constraints:

1. Initial clock-lock, C,, = 0.625

2. Drop in clock-lock, K,, = 0.625

These numbers fix the number of one's in the truth-

tables of ]'and _i:

w = u 2' (1 0.625) = 6

The six one's of _" are then plaoed on the following

vectors, in accordance with the modified majority logic:

(11111)

(11110)

_,: (11101)
(11011)

(10111)

(01111)

12
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Whenever the clock-loop is locked to the clock com-

ponent of a, the local code _, is stepwise synchronized
to a.

Both a and y are logical combinations of a clock

sequence

+-+-+-+-+ ....

and n- 1 other sequences, whose properties we shall

describe in more detail later. The transmitter logic we

take, for convenience, to be of the form

x, @ x2,-.., x./

and, similarly, those at the receiver to be

x, @ "", x.)

In these functions, xl is the clock input and x_, "", x_

are the other sequence inputs; (_, as usual, indicates

modulo 2 addition. We have indexed the g's with an i to

denote that we are willing to use different logics in the

decoding procedure, perhaps a different logic for each

component.

The correlation meter reads the normalized cross-

correlation C(m) between the incoming and local c_)des;

the clock-loop is held in lock according to the normalized

slope of C(m), defined as

aC(m) = ½ [C(m) - C(m')]

where m" is the effect of stepping the clock phase one

step forward; i.e., from m_ to m_ + 1. We shall refer to

aC(m) as the clock-lock correlation.

The optimal codes to use in the above scheme must

have the following properties: (1) A specified initial

clock-lock correlation, (2) maximum increase in clock-

lock correlation as components are acquired, and (8) no

more than a specified percentage drop in clock-lock dur-

ing the search.

Besides these obvious requirements, it is advantageous

to adopt the following philosophy in choosing the logics:

1. Acquisition of kth component does not rely on the

fact that any of the k - 2 previously considered non-

clock components have been acquired.

2. The fact that previously considered components are

acquired shall enhance acquisition of the component

under present scrutiny.

3. Components not yet considered, whether such com-

ponents happen to be already in-phase or not, shall

not affect the acquisition.

In previous analysis, we have seen that the components

_i must have relative prime periods, have small out-of-

phase correlation, and a balance of one's and minus one's.

To simplify calculations, we make the following assump-

tions concerning the _:

1. Independence; i.e., the correlation between the ith

and the jth input sequence iC,<,n)I -- 0 for all m,
every i =t=i and i, j _= 1.

2. Perfect autocorrelation of input sequences; i.e.,

C_ ( m ) --- 0 for all m _ 0 mod v_, all i _ 1.

3. Balance; i.e., equal number of one's and zero's in

each component sequence, per period.

For the type of sequences we must use as components

(pseudonoise or near-pseudonoise), none of the above

assumptions strictly applies--in fact, 1 and 2 cannot

occur simultaneously. However, each "= 0" above can be

replaced by "<c" for some appropriate _, so that the

results are essentially the same whenever _ is small.

Based on these criteria, the optimum coding and de-

coding functions are found by the following rules:

1. Encoding [unction: transmit x_ 0 [^(x_, x._, "" , x,),

where [ has w one's in its truth table,

w = 2_-1 (1 - Co)

Co :- initial clock-lock correlation

These w one's are put in [ in a modified majority logic:

i[_(xl, x_,'",x,) = 1

and (x2, "'", x, ) has fewer one's than some ( y=, "", y_)

then ['(y,, y_, "", yn) -- 1

2. Decoding [unctions: decode by correlating with x_ (_

_ (x,, x_, -'", x_) where each _'i has u one's in its truth-table,

u : z--,(1 -

Ko = fractional drop in clock-lock from Co

a. Clock-component acquisition: _ ( x_, x=, "" , x,) = 0

AC : Co

b. kth-component acquisition: first list the w vectors on

which _(x,, xz,"', x_) -- 1 and calculate the numbers

i 'difference between number

of times

F'(s_,"',s_) = 2'-" js._x._O'"Os,x, = land
!
I 0 "" ® s.x. 0

11
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The 16 numbers F'(s) are easily calculated:

F'(1000) = F'(0100) --:F'(0010) -- F'(0001) =0.25

F'(ll00) = F'(1010) ::F'(1001) =F'(0110) =F'(0101) : V'(0011) : -0.125

F'(1110) :F'(1101) :: F'(1011) =F'(0111) = 0

F'(1 1 1 1) = 0.125

To design an optimal elock-comt)onent system, we
utilize the rules stated in Section IV-C:

1. Clock acquisition: AC, = Co = 0.625

2. Second component: We choose six vectors which

satisfy the rules ( 1 ), (2) and (3) :

The only G_ (s) not satisfying (3) is G_ (1 1 1 1). But
we reason that this is acceptable because its contribution

is detrimental only when all components are already in

lock, a likelihood of only one chance per total period.

The clock-lock correlation equation is

AC._(m) = 0.391 + 0.094 C,.(m) + 0.015 [C3(m) C,(m) + C._(m) Cs(m)

+ C,(m) Cs(m)] - 0.081 Cz(m) C:,(m) C,(m) Cs(m)

By (1): (- 1 - - -)
(-1---)
(-1---)
(-1---)
(-1---)
(-1---)

By (2): no constraint

By (3): columns 3, 4, and 5 must be balanced. Modulo

2 sum of columns 3, 4, and 5 should have balance or ex-
cess of one's;

Since there are six vectors, it is not possible to have

rows 3, 4, and 5 balanced and the modulo 2 sum of any
two columns also balanced. Hence, we seek to have more

zero's in the modulo 2 sums of any two columns.

gz:

G_(10

G'_(01

G;(ll

G;(01

G;(ll

G;(01

G;(1 1

(01000)

(11001)

(01010)

(01111)

(11111)

(11100)

0 0) = 0.375

00) = G'_ (00 10) = G' (000 1) = 0

00) =G' 2(1010) = G'z(lO01) =0

10) =G'2(0011) =G'(0101) = -0.125

10) = G,_ (1 01 1) --G_ (1 101) = 0.125

li) = 0.25

il) = -0.25

Note from this that even if all components were in-phase,
the net result would be an enhancement of 1.5%.

3. Third component: Again choose six vectors:

By (1): (- - 1 - -)

(--1--)
(--1--)
(--1--)

(--1--)
<--1--)

By (2): G_(- - 0 0) is to have the same sign as F'

(- - 0 0) and be as large as possible:

(-11--)

(-11--)

(-11--)

(-11--)

(-11--)

(-11--)

By (3) : Again, columns 4 and 5 must be balanced. This

again means their modulo 2 sum cannot be balanced.

Since F'(001 1) is negative, we nmst have a majority
of zero's in x4 @ x._:

(Ol lOO)

(11100)

_:,: (01101)
(01111)

(11111)

(11110)

13
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c'3 (1000) = c, CO1 oo) -- 0.375

c,3(OOlO) = G,(0001) -- 0

G;(ll00) = -0.375

G;(1010) =G,(1001) = G_(0110) =G'3(0101 ) =0

G;(ll01) =C;(lll0) =0

G' 3 (001 1) = G'a (1 1 11) = - 0.125

G'(1011) =G'(0111) =0.125

The clock-lock correlation equation is

aCe(m) = 0.391 + 0.094 C_(m) + 0.094 C:_(m) + 0.047 C2(m) C_(m)

+ 0.015 C,(m) C.,,(m) - 0.015 C2(m) C3(m) C, (m) Cs(m)

Again, the effect of components 4 and 5 being in-phase is
nullified.

4. Fourth component: The six vectors on which g4 1
must have:

By (1): (- - - 1 -)
(---1-)
(---1-)
(---1-)
(---1-)
(---1-)

By (3): Column 5 is to be balanced, and since F'(0 1 0 1)

is non-zero, we make G_ (0 1 0 1 ) = 0"

(01110)

(01111)

_4: (11110)
(I1111)

(OlOlO)

(11011)

By (2): G'(- - - 0) are to have the same sign as F'

(- - - 0) and be as large as possible.

(-111-)
(-111-)
(-111-)
(-111-)
(-101-)
(-101-)

c: (i ooo) = c; COO1 o) = 0.375

G5 ( 101 0) = - 0.375

G_(0100) =G'(lll0) :0.125

G;(ll00) =G'(0110) = -0.125

C_ (0001) = C' (1 001) = G', (00 1 1) =
Ci(101 1) = 0

G'(0101) = G'(ll01) =G_ (0111) =
C', (1 1 1 1) =0

Clock correlation is now

AC,(m) = 0.391 + 0.094 C_(m) + 0.031 C_(m) + 0.094 C,(m)

+ 0.015C2(m) C3(m) + 0.047 Cs(m) C,(m) + 0.015 C:,(m) C,(m)

14
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5. Fifth component: The last six vectors must satisfy

only (1) and (2):

By (1): ( .... 1)

( .... 1)

(.... 1)
(.... 1)
( .... 1)

(.... 1)

By (2):

(01111)

(11111)

_: (01011)
(11011)

(01101)

(11101)

G_ (1 000) = G" (000 1) = 0.375

G_(0100) =G_(O010) =G'(llO1) =

Gi (101 1) = 0.125

G_(ll00) = Gi(1010) = Gi(olol) =
G_ (001 1) = - 0.125

C_(1001) = --0.375

G_.(0110) =G'_(llll) =0.125

G_(lll0) =G'(0111) = -0.12,5

Clock correlation is then

±Cs(m) = 0.391 +

+ 0.094

+ 0.047

+ 0.015

().094 C_(m) + 0.31 Ca(m) + 0.031 C,(m)

C,,(m) + 0.015C2(m) C3(m) + 0.015C:(m) C,(m)

Ca(m) Cs(m) - 0.015 Ca(m) C,(m) + 0.015 C_(m) C_,(m)

C,(m) Cs(m) ÷ --0.015C2(m) C3(m) C,(m) C._(m)

Once these calculations are made, the logics given in

Table A-1 are established. The decoding proceeds as

follows (see Fig. A-1 ) :

1. First component: clock-locks, 62.5% correlation.

2. Second component: with clock in lock, using g2,

correlation is .39.1% until the second component is ac-

quired when correlation jumps 9.4% to 48.5%. If any

of components 3, 4, or 5 are in lock, the initial clock-lock

at this point may be 1.5% higher.

3. Third component: using &,, assuming clock and

second-component lock, the clock-lock correlation is

48.5% until third component acquisition, when correla-

tion jumps 14.1% to 62.6%. Components 4 and 5 have
no effect.

4. Fourth component: using g, and assuming compo-
nents 2 and 3 are acquired, the clock correlation stands at

53.1% and jumps 15.6% to 68.7% as component 4 is

locked. Component 5 does not affect the reading.

5. Fifth component: using gs, assuming components 2,

3, and 4 are in lock, the clock-lock is initially 56.2%,

jumping 15.6% to 71.8% as component 5 is stepped into

phase.

6. Final combination: when all components are locked,
the decoder logic is changed to [, and the correlation

jumps to 100%.

15
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Table A-1. Ranging encoding and decoding functions

0 0 0 0 0 0 0 0 0 0

0 0 0 0 I 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0 1 1 0 0 0 0 0

0 0 I 0 0 0 0 0 0 0

0 0 1 0 1 0 0 0 0 0

0 0 1 1 0 0 0 0 0 0

0 0 I ! 1 0 0 0 0 0

0 I 0 0 0 1 0 0 0 0

0 1 0 0 1 0 0 0 0 0

0 ! 0 I 0 1 0 1 0 0

0 1 0 1 1 0 0 0 t 0

0 1 1 0 0 0 ! 0 0 0

0 1 1 0 1 0 1 0 1 0

0 ! 1 I 0 0 0 1 0 0

0 1 1 I 1 1 1 1 1 1

I 0 0 0 0 0 0 0 0 0

I 0 0 0 1 0 0 0 0 0

1 0 0 1 0 0 0 0 0 0

1 0 0 1 1 0 0 0 0 0

1 0 I 0 0 0 0 0 0 0

1 0 1 0 1 0 0 0 0 0

1 0 1 1 0 0 0 0 0 0

1 0 ! I 1 0 0 0 0 1

l I 0 0 0 0 0 0 0 0

I 1 0 0 1 1 0 0 0 0

1 1 0 1 0 0 0 0 0 0

I I 0 1 1 0 0 1 1 1

1 1 1 0 0 1 1 0 0 0

1 1 1 0 1 0 0 0 1 1

I I I ! 0 0 I I 0 I

I I I I I I I I I I

"x I Is the clock component.

I00 I I00

i I e2.5 e2.e l-ll_e.2I_,.
0 I _ I----153.1L_ _ 15.6

n_ i0 9.4

0

0 UT U_ IN 0UT I IN 10UTI IN I FINAL

I 2 3 4 5

COMPONENT

Fig. A-1. Acquisition diagram
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APPENDIX B

Calculation of F(s| for Majority Logic

Let n be odd and let f be the unique majority logic.

We consider only odd n, because if n were even

F.(e 1)

Fn+l(e I )

n - 1)
21-rl n

We could thus increase n by one without affecting the

correlation value (or the correlation time) but decreas-

ing the ratio (Evl)/( IIv_ ).

We wish to calculate the transform of f(x). Because

f is a symmetric function, if s has k one's (i.e., s = k),

then for some permutation

F(s) = F(Tru k) = F(u k)

u k= (1, 1, "", 1, O, ..., O)

and by this symmetry of [, we need to calculate only
these F ( u k ).

F(=_) = e-"j_E( - 1y, ...... ,/(,,)
X

L.,ll.,t<_ . Ir.tt>_

Define the two sums above as

A(k) =F_ ( - _)', ...... ,
,,, II ,, II ( _

B(k) =_ ( -1)', ...... ,
n

Suppose that vector x has i one's in it, i of which
lie in Xl, "", xk, and i - j in xk,, "", x,,. There are

(_) (7 -- _) such vectors x, and thus

n-1

"7--,
2

A(k) = E
i=0

rain(k, i)

2;
j=o

(k/)(n-_) ( -1)_

n-I

2

=2;
i=0

By similar reasoning,

B(k) = ( -1)J
n+l j=0

i=--
2

Let _ (t) be the generating function

)= k ( --1)J tJ_] t,-J
j=o ] i=O

= _-] (k) (-lt)' k (n- k)tm
j =o m=o D'_.

= (l-t) k(l+t) "-k

Note that the sum of the coefficients of t", t', -"

is precisely A(k); that is,

n-I

,t-7-

n-I

A(k) = coeff, of tTin (1 - t) e (1 + t) "-k (1 + t + "-'

rl-1

+t-r)

n 1 _1+1

=coeff. oft _ in (1- t) k-1 (l+t) "-k (1-- t"r')

B-1

"= coeff, of t-q-in (1 -- t) k-1 (1 + t) "-k

= coeff, of t"-' in (1 -- tz) _-_ (1 + tz) "-k

= coeff, of t-' in (1 -- t2) *-_ (1 + t=) "-k
t_

By this procedure, we reduce A(k) to the residue of a

rational function, to be calculated by the Cauchy residue
theorem:

17
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A(k) = 1 _(1-t2) k-_ (1 +t") È-k

(j=x/- 1)

integrating along any simple closed path containing the

origin.

Choose the integration path to be unit circle, t = e j'.

[2,sin k-1 z cos n-k z dzA(k) 2_ " (_ i)k-1

Because A (k) must be real, we may limit our attention

to the real part of the equation (i.e., to odd k). This inte-

gral is one which can be reduced by a standard table of

integrals [see Burington (Ref. 9), for example] to

I
By a similar procedure, or by invoking symmetry of the

majority function, we compute

B(k) =A(k)

The final result for F(s) is, then

which, for k = 1, gives the result obtained previously for

F(el):

/_n-1
F(e') =2 '-n|n-1 I

\-T-/
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